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A new method for tracking evolving interfaces by lagrangian particles in conjunction with a
Level-Set approach is introduced. This numerical technique is based on the use of time evo-
lution equations for fundamental vector and tensor quantities defined on the front and rep-
resents a new and convenient way to couple the advantages of the Eulerian description
given by a Level-Set function ¢ to the use of Lagrangian massless particles. The term ori-
ented points out that the information advected by the particles not only concern the spatial
location, but also the local (outward) normal vector n to the interface I and the second
fundamental tensor (the shape operator) Vn. The particles are exactly located upon I’
and provide all the requested information for tracking the interface on their own. In addi-
tion, a self-adaptive mechanism suitably modifies, at each time step, the markers distribu-

tion in the numerical domain: each particle behaves both as a potential seeder of new
markers on I' (so as to guarantee an accurate reconstruction of the interface) and a de-see-
der (to avoid any useless gathering of markers and to limit the computational effort). The
algorithm is conceived to avoid any transport equation for ¢ and to confine the Level-Set
function to the role of a mere post-processing tool; thus, all the numerical diffusion prob-
lems usually affecting the Level-Set methodology are removed. The method has been
tested both on 2D and 3D configurations; it carries out a fast reconstruction of the interface
and its accuracy is only limited by the spatial resolution of the mesh.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

The tracking of a moving interface I" represents a key-point in the numerical simulation of free-surface and multiphase
flows appearing in many mathematical and engineering problems. The interest in the topic is witnessed by the uncountable
papers and books published on this issue and the wide variety of involved research fields, covering aerospace, naval and steel
industry, many environmental, geophysical and medical applications, wide branches of computer graphics and digital image
processing. Generally speaking, the problem can be treated by Lagrangian and Eulerian methods. In the first case, the inter-
face evolution is followed by some marker advected with the front velocity; in the second one, a new variable (a Level-Set
function, a volume fraction, the density) is introduced in the model to identify different flow domains with respect to a fixed
grid. In between lie mixed Eulerian-Lagrangian approaches, where the grid moves to fit the actual front position; these ap-
proaches have the advantage of providing an accurate description of the interface motion, thus making easier to impose of
the surface tension forces and, in general, the boundary conditions on I'. Nevertheless, they are used only when the displace-
ments of the interface are small, because the related grid distortion can cause an intolerable loss of accuracy. Of course, wave
breaking or large topological changes cannot be handled by methods of this kind.
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In the context of Lagrangian approaches we certainly have to include the particles mesh-free methods, introduced in the
sixties. There, the interface motion is tracked by massless markers moved by the velocity field independently of any mesh.
The markers can be placed in the whole computational domain, as in the pioneering marker and cell (MAC) method [1], or
concentrated just upon I to exactly track the interface time evolution with a smaller computational effort (see, for example,
[2]). The particles are often coupled to an Eulerian method in order to achieve a more accurate description of both motion
and the relevant interface’s geometrical characteristics. As mentioned above, in standard Eulerian approaches an additional
unknown is introduced to represent the interface and an additional equation to model its time evolution. In the volume of
fluid (VOF) method, introduced by DeBar [3] and subsequently improved by Noh and Woodward [4], Hirt and Nichols [5],
Lafaurie et al. [6] and Gueyffier et al. [7], this unknown corresponds to the mass (volume) fraction of one of the fluids.
The new variable characterizes each cell of the computational domain and can be equal to 0, 1 or some intermediate value
at the grid cells containing the first fluid, the second fluid or the interface, respectively. A transport equation is solved for the
volume fraction and the reconstruction of I" is carried out by computing the mass fluxes among adjacent cells with a pro-
cedure of geometrical nature. For this reason, the method exhibits very good mass-preserving properties and a satisfactory
tracking of the interface, especially when the piecewise linear interpolation construction (PLIC) [8] is adopted. Nevertheless,
the interface appears as a discontinuous surface at the cells boundaries, so that the computation of the curvature (required to
evaluate the surface tension forces) is not simple and still represents a research issue [9]. Moreover, the use of a straight line
to represent I inevitably flattens the regions characterized by high curvature, so that the interface can be broken when its
thickness is comparable to the grid spacing. As a result, filaments are artificially divided and coalesce into some blobs of
numerical nature. Classical reviews of the volume tracking methods can be found, for instance, in [10,11].

In Level-Set methods [12] the new unknown is represented by a signed distance function ¢: the sign of the function deter-
mines the mutual position of the fluid domains and the interface is represented by the zero level of the function itself. A
transport equation governs the time evolution of the Level-Set function field, but in this case no mechanism enforces mass
conservation. Thus, such a physical, fundamental requirement is somehow demanded to the accuracy of the numerical
scheme adopted to solve the transport equation. For this reason, high order ENO (essentially non-oscillatory) and WENO
(weighted essentially non-oscillatory) schemes are the most used algorithms in the Level-Set community. The method pro-
vides a continuous representation of I' which accounts automatically for possible topological changes; furthermore, the
knowledge of the function ¢ enables the estimation of the most important geometrical features of the interface, as the local
normal vector and the curvature. To this aim, however, the Level-Set function must be often reinitialized through a further
equation, since its property of being a distance function is lost during the advection [13]. It's worth noting that also the reini-
tialization may provide an additional numerical diffusion, so that different reinitialization techniques have been developed
to improve mass conservation [14-16].

In the last decades, a lot of numerical approaches were developed in the attempt of suitably combining the advantages of
both Lagrangian and Eulerian techniques to achieve an optimum interface reconstruction algorithm. Just to mention some
examples, in [17] a multi-fluid flow is treated by solving the Navier-Stokes equations on a stationary finite difference grid,
while the sharp interface separating the fluids is tracked by an additional moving interface mesh. A combination of Lagrang-
ian markers to the VOF method is realized in [18,19], while in the CLSVOF (coupled Level-Set and volume of fluid) method a
mixed Eulerian scheme couples the good mass conservation properties of VOF with the accurate surface curvature recon-
struction of the function ¢ [20-22]. In the Point-Set method [23], unconnected markers are used to determine an indicator
function through a B-Spline interpolation, which somehow couples certain features of both the VOF method and the Level-
Set approach. In the immersed boundary (IB) methods, originally developed for cardiovascular flows [24], the incompress-
ible/compressible flow equations are solved in the whole domain in Eulerian variables, while a Lagrangian viewpoint is
adopted for the simulation of an embedded flexible structure, here representing the interface. A review of the immersed
boundary methods is reported in [25].

A further approach is the smoothed particle hydrodynamics (SPH) method [26,27], where the markers are put in the flow
with mass and velocity and exhibit a mutual influence at a prescribed distance from each others. Also this method can han-
dle large interface deformations and topological changes automatically and guarantees the mass conservation, since the par-
ticles themselves represent mass (although the volume is not preserved). One drawback over grid-based techniques is the
need for a large number of markers and the requirement of some graphic approach to provide a continuous, renderable free
surface geometry. An exhaustive review of the SPH method can be found in [28].

In the framework of the possible combinations between different numerical techniques, a significant role is played by the
particle Level-Set (PLS) method developed in [30] and subsequently refined in [31]. Here, Lagrangian massless markers are
randomly located near the interface, passively advected by the flow and locally used to correct the Level-Set function in
poorly resolved regions, where the loss of mass occurs. The PLS method proved to be really effective in the improvement
of the I' reconstruction process provided by a standard Level-Set procedure; it is able to carry out very realistic simulations
of fluids, so as becoming the reference approach for a large part of the graphics community. Also in the PLS method, however,
the Level-Set function plays the primary role in tracking the interface. Despite the proved efficiency of the particles, the I’
time evolution is substantially governed by the transport equation for ¢ and the massless markers are used to locally correct
the errors arising from the numerical diffusion, mainly related to the computation of the spatial term V¢.

The interface tracking procedure proposed in this paper takes the PLS method as a starting-point and inverts the afore-
mentioned roles played by the particles and the Level-Set function by linking the interface geometrical parameters (the nor-
mal and tangent vectors and the second fundamental tensor) to the particles and by making these quantities to evolve in
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time through some well-defined evolution equations. The Lagrangian markers placed on I" become the leading mechanism in
tracking the interface and are used to rebuild the front very accurately by a high order Runge-Kutta integration. In other
words, the particles dictate the time evolution of I', whereas the function ¢ becomes a post-processing tool, used to
turn the interface into a continuous function, to be coupled to other field equations (e.g. the Navier-Stokes equations). Unlike
the PLS method, it is the transport equation of ¢ which is now used to correct possible numerical inaccuracies and make the
algorithm more robust; this equation, however, does not govern the process so that no numerical diffusion (related to the
computation of the term V¢) can affect the solution. An effective seeding algorithm has also been developed to manage,
at each step, the particles distribution and check the accuracy of the I' reconstruction process. Based on a Taylor expansion
series of the function ¢, the procedure uses the updated geometrical quantities associated to the particles to refine their dis-
tribution in presence of a large stretching and deformation of I'. The method is fast and quite easy to implement. It has been
tested on typical two-dimensional problems and on a very severe three-dimensional test-case (by exploiting the analytical
knowledge of the velocity field) and has always provided an impressively accurate interface reconstruction.

The structure of the paper is the following. Section 2 is devoted to a summary of the Level-Set methodology and the cor-
responding numerical problems. The results obtained through a PLS-based code are presented, in order to show some fea-
tures of the method and to recall some typical test cases (like the vortex in a box) studied in the following. In Section 3, some
issues reported in [30] on the capability of surface-markers to correctly trace a 2D shrinking square are discussed. The ori-
ented particles and their coupling with the Level-Set function are introduced in Section 4, by deriving the evolution equation
for the normal vector to I', by describing how the function ¢ can be estimated through the updated particles location and by
pointing out the most important features of the procedure through the numerical results achieved on the vortex in a box and
the so called Zalesak’s disk problem. The evolution equations for the second fundamental tensor Vn and any tangent vector t
to I' are discussed in Section 5, by pointing out the relation of t to the interface stretching. Section 6 points out the intrinsic
drawbacks of a tracking interface method based on the sole use of Lagrangian markers and deals with the well-known, crit-
ical 3D Enright test-case to show how the aforementioned weak-points can affect the numerical results. Within this context,
the use of the ¢ transport equation and the curvature evolution equation are also treated. Finally, Section 7 introduces the
proposed self-adaptive oriented particle Level-Set method, by equipping the algorithm with an automatic procedure, able to
manage undesired spatial clustering and/or depletion of markers. Section 8 shows some results concerning the simulations
of a shrinking and expanding cube (where interface merging occurs) and Section 9 draws conclusions.

2. Summary of Level-Set methods

As is well known, the Level-Set method is based on the use of a level function ¢ characterized by the following properties

o(X,t) >0 xeQ
d(x,t) <0 x¢Q

where Q represents an open region in R" and the ¢ zero level represents the interface I' ¢ R"™"' whose motion we are inter-
ested in. This motion is determined by a velocity field u, which gives rise to the following transport equation for ¢

o
E +u-Vo¢ = 0 (])
The level function ¢ is usually initialized as a signed distance function and enables the computation of some fundamental

geometrical quantities for I', as the unit normal vector

V¢
- 2
) 2)
and the curvature
_ _v. (V¢
K=V.n-V <W> 3)

Nevertheless, due to the time evolution, the role of a signed distance function is immediately lost by ¢, and in order to min-
imize numerical errors it is convenient to reinitialize the function at each time step by solving the equation

o

ot
where 7 represents a fictitious time and S(¢,) is the sign function, often smeared in numerical applications [32]. It's worth
mentioning that from a numerical standpoint the reinitialization process has to be coded carefully, since it should not alter
the ¢ zero level representing the interface. The solution of Eq. (1) strongly depends on the adopted numerical scheme. As is
well-known, the use of simple first-order finite difference schemes (both in time and in space) suffers a notable numerical
diffusion which appears as a loss of mass. This behaviour can even get worse by the reinitialization procedure, which always
represents an approximated process and should be avoided as much as possible [33] (for example, through the so-called
extension velocities technique [34]). Diffusion problems can be alleviated by using more suitable high-order finite difference

+S8(¢o)(IVe[=1) =0 (4)
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schemes. As suggested in [29], a 5th order WENO scheme for the computation of the spatial term V¢ can be successfully
combined with a 3rd order TVD Runge Kutta procedure for time integration. Nonetheless, even these schemes can be not
sufficient to trace I' in a accurate way, especially when the interface exhibits certain critical configurations characterized
by thin filaments or some corner points. For this reason, typical test cases are used to check the ability of any interface track-
ing algorithm, and two problems have become very popular in the literature for 2D problems: the Zalesak’s disk and the vor-
tex in a box test-cases. The first test (originally introduced in [35]) refers to a rotating circular interface with a rectangular
notch, immersed in a velocity field corresponding to a solid body rotation: although in the exact solution the disk evolves
maintaining its shape unaltered, in numerical simulations the region of the sharp corners of the notch rapidly deteriorates
because of diffusion errors. In the second problem, a circular interface undergoes a strong deformation under the action of a
vorticity field; in this case, I exhibits a progressive thinning which severely tests the algorithm capability in resolving thin
filaments and dealing with loss of mass.

In the attempt of achieving a further improvement on diffusion problems, Enright et al. proposed the particle Level-Set
(PLS) method by randomly inseminating a limited region around the interface with massless particles of different size
[30]. The markers are initially associated with each side of the interface, i.e. are set positive or negative depending on their
location with respect to I'. Then, they are moved by the same velocity field acting on the Level-Set function and therefore
should remain on the proper side of ¢ since the interface represents a contact discontinuity. When this requirement is
not fulfilled (because of numerical diffusion) the sign of the updated ¢ is wrong and must be corrected. In this situation,
the radius of the escaped markers plays the role of a local Level-Set function and is used to change the value of ¢ at the nodes
of the computational domain. The PLS method has been successfully tested both on 2D and 3D configurations and, at present,
can be considered the most effective way to code the Level-Set technique for tracking interfaces. In a subsequent paper, it
was shown that the correction provided by the particles even makes useless the adoption of high-order finite difference
schemes [31].

As the PLS method is recognized as the state-of-the-art among the numerical approaches for tracking interfaces based on
the Level-Set methodology, this procedure was taken as a reference-point to check the capability of the method proposed in
this paper; to compute our reference numerical data, a PLS-based code has been implemented by using the same parameters
suggested by the authors in [30]. Then, the vortex in a box test case has been taken into account and treated by a rather fine
(100 x 100) Cartesian mesh, with the aforementioned high-order finite difference schemes. The starting circular interface
has a radius r = 0.15 and is centered at (0.5,0.75) in a unit square domain, while the velocity components are given by

u(x,y) = —2 sin(my) cos(my) sin’(mx)
v(x,y) = +2 sin(7x) cos(7x) sin*(7y)

Fig. 1 shows the comparison of the interface determined at t = 3 by a standard LS approach (on the left) and the PLS code (on
the right). It is easy to recognize the effectiveness of the PLS method in limiting the loss of mass due to the numerical dif-
fusion and the improvements achieved in tracking the interface both at the nose and, above all, the tail of the vortex.

In spite of the good results achieved by the PLS method, some problems can be still recognized. First of all, the local char-
acter of the corrections provided by the particles can give rise to a rather irregular behaviour of the zero level representing
the interface. This can be irrelevant for computer graphics purposes, but may represent an undesirable limit for hydrody-
namic simulations, where an accurate estimation of the curvature is required to determine surface tension effects. Further-
more, many particles must be used to achieve an effective correction of the zero level of ¢, most being never used in the
correction process itself. Thus, the computational effort is generally relevant and can become prohibitive for three-dimen-
sional problems.

To better understand these important issues, Fig. 2 shows the comparison between the PLS solution (top figures) and the
“exact” configuration of the vortex (bottom figures) at t = 5, when I' is characterized by the presence of very thin filaments.
The results have been obtained on a finer (200 x 200) mesh and by using approximately 6 x 10* particles placed on both

Fig. 1. Comparison of the Level-Set (left) and the particle Level-Set (right) solutions for the vortex test-case at t = 3.



S. lanniello, A. Di Mascio/Journal of Computational Physics 229 (2010) 1353-1380 1357

Pt . LS
- SN \
B - \‘Q\\\ \
4 N\
//;{’ L P \\\ \\\
ey \
/ > AN
~
- N
T N
7 ™~ ™ \\
e NN
/// / \\\\\\
/S \
4 P \ A\
/ yd \
: N

Fig. 2. The PLS solution at t = 5 (top figures) exhibits a rather ragged profile on the outer rings of the vortex and a not negligible fragmentation compared to
the exact interface (bottom figures).

sides of the interface. The agreement is quite satisfactory and the use of the particles (combined with the higher spatial mesh
resolution) provides a very limited loss of mass. Nevertheless, the outer rings of the vortex locally exhibit a notable fragmen-
tation, especially at the vortex tail region, and a very irregular profile. This behaviour is highlighted in the comparison of the
zoom views reported in the same figure. The irregularities can be probably alleviated by increasing the number of markers or
using some refinement techniques. Substantially, however, they cannot be removed since they depend on how the particles
are used in the correction process. The results here reported perfectly mirrors the analogous results in [30].

3. Lagrangian markers and merging fronts

Before introducing the oriented particles, it’s worthwhile to briefly discuss a further 2D test-case proposed in [30] and
concerning a shrinking square where each side is advected with a constant speed normal to the front itself. Such a particular
configuration was used by the authors to demonstrate that a pure Lagrangian front-tracking model is not able to trace the
interface correctly when merging of fronts occurs.

This problem is rather anomalous since a discontinuity occurs (at the square corners) on the normal vector to I" and, con-
sequently, on the corresponding component of the velocity. Nevertheless, in this paper we will show that a merging front
problem can be handled successfully by Lagrangian particles provided that the particles are managed in the proper way.

Fig. 3 shows the starting configuration of both the interface and the velocity field, where the velocity direction is defined,
as in [30], by the unit normal vector n computed through the Level-Set function and Eq. (2). In this problem, however, the
cell vertices close to the corners are affected by the presence of the discontinuity and an error occurs in the evaluation of the
velocity. This error is obviously transferred to the particles, whose velocity components are determined through a simple
bilinear interpolation of the values at the grid vertices. The situation is clearly shown in the left Fig. 4, where the markers
and the corresponding velocity vectors at the top-left corner of the square are reported at the starting time t =ty and at
t = 5At (where we set At according to the CFL condition, with |[u| = 0.01). From the figure it is clear that the particles
approaching the corner do not move correctly, their motion being retarded with respect to both front sides. For this reason,
a slender filament appears along the diagonal. This behaviour was clearly described in [30] and gives rise to the subsequent
configurations of I' depicted in the right Fig. 4 (at t = 20At and t = 40At, respectively), characterized by an undesired wake
shed by the square corners.

Nevertheless, this behaviour is not to be ascribed to the Lagrangian markers but to the way in which the velocity is as-
signed to them via the Level-Set function derivatives. As a matter of fact, in the formulation of the problem an entropy con-
dition must be enforced to make the solution unique and remove the undesired solutions. In this case, if no condition at all is
enforced within the simulation, the point close to the corner would go beyond the diagonal and would give rise to a multi-
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Fig. 4. Left figure depicts the particle velocities at the top-left corner of the square, as incorrectly determined through the use of the n = V¢/|V¢| vector.
The right figure shows the initial configuration (dashed-dotted line) and the interface traced at two subsequent steps.

valued solution. Although the velocity field depicted in Fig. 3 (computed as in [30]) seems to be conceived to yield a single
value solution (i.e. with the fronts merging and the locally correct direction), the magnitude of the resulting velocities is not
sufficient to preserve the two fronts straight. Then, the corners are left behind with respect to the rest of the interface. We
want to underline again that the problem does not concern the use of particles, but rather the way in which the velocity field
is computed. We will come back on this interesting issue in Section 9.

4. The oriented particles

As already mentioned, in [31] it was shown how the use of Lagrangian markers made the use of high-order finite differ-
ence schemes to solve the transport equation for ¢ redundant. In fact, the effectiveness of the massless particles to correct
locally the Level-Set function enables the use of a simple (and fast) first-order upwind scheme for computing the spatial term
V¢. In this manner, it also becomes easier to use some adaptive mesh technique and achieve an accurate interface recon-
struction in a reduced CPU time. Such a high potential of the particles has been recognized for a long time. However, our
feeling is that it has not yet been fully exploited.

This last assertion can be appreciated by looking at the bottom Fig. 2, where the exact interface configuration is traced by
using a huge number of particles placed on I and moved by the 3rd order Runge-Kutta integration. There’s no doubt that the
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markers exactly located on the interface provide a more accurate information about the shape of the interface; nevertheless,
positive and negative particles around the interface have to be used in the PLS method in order to identify the two domains.
The basic idea of the oriented particles is to link this fundamental information to the particles themselves. To this aim, at the
starting time t, we put N, particles upon the interface and evaluate, at each particle location X = Xp, the local (outward) nor-
mal vector n = np to I'. Obviously, the time evolution of X, is determined by

dx

dt
where u = u, is the velocity vector at Xp. Similarly, an evolution equation of the corresponding normal (unit) vector can be
easily determined by taking the gradient of the evolution equation for ¢:

Dn _on 0 (V¢ V¢
— — =) +u-V(|{=- 6

ot =t V0= (rv) + ¥ (1w ©
or, in terms of vector components (by using the Einstein summation convention on repeated indices)

Dni 0 i 0 ¢i b P by b
Dt at\wﬁ”’ax] Vel Vel [vep Pkt {m |v¢3‘”¢kf}

—u ()

bi0 1 (9 0i0
‘V¢| {(b" J¢U} _ W{d)"k[ + Ujgbvkj} = W {g (P, + Ui i) — Uj i } |V¢|k { ((/’ +Ujp; i) — Uj,k¢J}
= —Ujn; + U NN n;
since
b+ Uit = ¢ =0
Thus, Eq. (6) can be rewritten as
% = —U;;iN;€; + Uj MmN .

e; being the three base unit vectors. Note that, although we used the relation between n and ¢ to derive Eq. (7), the Level-Set
function does not appear any longer and the time evolution of the normal vector only depends on the velocity field (through
the term Vu) and n at the current time step. In this way, starting from an initial configuration n = n, (at t = t,) we can use
the same 3rd order Runge-Kutta integration used for solving Eq. (5) to compute n at subsequent steps and follow the time
evolution of the normal vector to I'. The coupled solution of Egs. (5) and (7) removes the need of accounting for positive and
negative particles of the PLS method, since at any time step the np vector related to the particle X, uniquely identifies the two
separated domains. For this reason the markers are called oriented particles. In order to show the capability of Eq. (7) in track-
ing the time evolution on the outward normal vector to I', Fig. 5 shows the numerical solution for the vortex at t = 2. For the
sake of clearness, only 200 particles have been taken into account in the left figure to show the global normal distribution to
the interface, while the right figure highlights the accuracy of the numerical result around the tail region of the vortex, char-
acterized by a cusped shape and here traced by 1000 markers. In order to prevent possible accumulation of numerical errors,
at each step n is explicitly normalized to maintain |n| = 1. It is important to note that even though the particles provide a
discrete representation of the interface, they cannot be used to trace it in a direct way (by any data-fitting procedure), since
no connection law exists between two subsequent markers. Thus, we still need the Level-set function ¢ to trace I" and for

Fig. 5. The left figure shows the distribution of n related to 200 oriented particles, as determined for the vortex test-case t = 2. On the right, the zoom view
highlights the accuracy of the normal vector distribution computed on the cusped tail region of the interface.
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Fig. 6. The Level-Set function at the vertices of an interface cell is carried out by the scalar product of the minimum distance vectors (dashed-dotted lines)
and the outward normal vectors associated to the corresponding closest particles.

this reason the procedure has been named the oriented particle Level-Set method. However, the ¢ zero level can be deter-
mined through the oriented particles in a very simple and fast way.

In fact, by a single loop on the particles we can identify the interface cells (i.e. the cells containing at least one particle)
and compute the distance between their vertices and the markers. This distance is updated within the loop in order to iden-
tify the minimum value and, consequently, the closest marker with respect to each vertex of the mesh. Then, the Level-Set
function at the vertices of any interface cell is provided by the scalar product between the minimum distance vector and the
corresponding particle (unit) normal vector.

The procedure is outlined in Fig. 6, where the minimum distance vectors at the cell vertices A and B are depicted by a
dashed-dotted line and the corresponding function ¢ has a sign that depends on the sign of the scalar products rs - ns
and rp - ng, respectively. The knowledge of the signed distance function at all cells vertices straddling the interface enables
the initialization of a solver devoted to the evaluation of the function ¢ in the whole numerical domain through the Eikonal

equation

Fig. 7. Contour plots of the level-set function field (¢ > 0) determined for the vortex at ¢t = 3 through the oriented particles and the fast sweeping method.
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Vol =1 (8)

Fig. 7 shows the contour plots of the function ¢ field; the computation was carried out by an Eikonal solver based on the
fast sweeping method [36]. Here, we have used the fine (200 x 200) mesh with 2000 oriented particles and the negative lev-
els have been removed in order to make the picture clearer. It's worth noting that the whole simulation, including a step-by-
step solution of Eq. (8) (2400 steps with At set to 1.25E—3) has required less than 17 s of CPU time on a PC equipped with a
(single) Xeon processor at 2.5 Ghz; this value cannot be assumed as an absolute measure of the CPU requirements, but it has
to be intended as a qualitative measure of the order of magnitude for CPU time burden.

At this stage, it is useful to point out the following issues:

1. The oriented particles are totally unrelated, since the time evolution of each particle and the corresponding normal vector
does not depend on the others. Such a feature is very important, since it allows to handle data in an unstructured fashion.
This is extremely desirable for both parallel coding and the seeding procedure introduced in the following.

2. The time evolution of the interface is determined without any transport equation for ¢. Thus, no diffusion problem affects
the numerical solution, whose accuracy depends only on the time integration. Of course, this is true for the present exam-
ple, where the analytical values of the velocity field and its derivatives are available. In a hydrodynamic simulation, where
the velocity components are determined at the mesh nodes, spatial discretization errors occur because the velocity field
must be transferred from the nodes to the particles by means of some data-fitting procedure. In any case, the inaccuracies
related to the numerical discretization of the spatial term V¢ are completely removed. It’s worth noting that although the
function ¢ simply plays the role of a post-processing tool for tracking I', its use is useful to maintain unaltered the struc-
ture of all the existing solvers based on the Level-Set methodology.

3. The use of an Eikonal solver and the step-by-step numerical solution of Eq. (8) replaces any separate reinitialization pro-
cess on ¢: at each time step the computed Level-Set function is exactly the signed distance function we need at the nodes
of the Cartesian mesh. In three-dimensional simulations, where the computing effort rapidly increases, the evaluation of
¢ can be suitably limited to a prescribed distance from the particles.

In order to appreciate the performances of the new method, Fig. 8 shows the vortex interface at t = 5, corresponding to
Fig. 2 and obtained through the use of the oriented particles.

The zoomed views highlight the accuracy of the numerical result with respect to the PLS approach and the notable sim-
ilarity with the exact solution. In practice, the only appreciable discrepancies are due to the spatial resolution of the mesh
and occur when I' is so thin as to be included in a single cell; this situation gives rise to the fragmentation of the vortex tail
appearing in the same figure. In this case the sign of the Level-Set function is the same at the vertices of the interface cell and
the Eikonal solver fails to determine the ¢ function field locally. It’s interesting to note that such singular cells (containing
some markers but exhibiting the same sign of the function ¢ at its vertices) are easily identified and could be somehow trea-
ted by some adaptive mesh technique. The fundamental difference, however, between the use of the (oriented) particles and
the solution of Eq. (1) for tracking interface stands in the persistence of the particles: the information is never lost and cannot
be numerically diffused. Even when I stretches into very thin filaments and the Eikonal solver fails to recognize the interface
cells, the particles are still there and go on with the evolution. Moreover, in the present model the markers exactly represent
all points of the interface and their location dictate, at each step, the values of the function ¢ at the mesh nodes. Therefore,
the main difference with the PLS method is that the particles are not used to correct locally the zero level of ¢ determined by
the transport equation, but rather to evaluate it explicitly. In this way, the aforementioned high potentiality of the particles is
fully exploited.

Fig. 9 shows eight consecutive contour plots of ¢ for the vortex in a box test-case, where the simulation (performed by
5 x 10% markers in the fine 200 x 200 mesh) lasts 20 and is characterized by an inversion of the velocity field at t = 10. As
expected, the interface suffers a strong thinning and appears as a fragmented filament. Nevertheless, the field computed by

Fig. 8. The numerical solution for the vortex at t = 5 exhibits a regular profile even on the outer rings of the vortex, very similar to the exact interface
configuration reported in the bottom Fig. 2.
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Fig. 9. Contour plots of the level-set function field for the vortex in a box test-case, with a motion inversion at t = 10. The notable fragmentation of zero
level of ¢, due to the occurrence of very thin filaments, does not jeopardize the perfect recomposition of the starting circular I' at t = 20.

the Eikonal solver through the use of the oriented particles always represents the best achievable result according to the spa-
tial resolution of the mesh. Moreover, the starting circular interface is perfectly rebuilt at the end of the simulation.

Fig. 10 shows the contour plots of the function ¢ carried out by 2 x 10° oriented particles for the Zalesak’s disk test-case.
As before, the starting circular interface (r = 0.15) is centered at (0.5,0.75), while the velocity field is characterized by the
following components

u(x,y) = +n(y — 0.5)
v(x,y) = —m(x — 0.5)

The simulation covers five complete disk revolutions (each being completed in a time interval equal to 2) and the figure
shows ¢ as determined by the Eikonal solver at eight different time steps. As expected, the zero level of ¢ is perfectly main-
tained during the rotation and no distortion affects the aforementioned critical region of the corner points, up to the end of
the simulation.

5. Evolution equations for the second fundamental tensor and the tangent vectors

In Section 4 we derived the evolution equation of the (outward) normal vector to the interface and showed how to deter-
mine the Level-Set function field from the oriented particles. Numerically, we could evaluate the curvature x at the mesh
nodes from Eq. (3) and, then, on the particles through an interpolation procedures. A further evolution equation, however,
can be derived for Vn, the second fundamental tensor of the surface I' (whose trace exactly corresponds to «), which is then
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L= 1.431 (1% rev) ¢ = 2.386 (2" rev) L =0.000

(3™ rev) t = 8.673 (4" rev) £ = 10.000 (5" rev) L= 6.922

Fig. 10. Contour plots of the level-set function field for the Zalesak’s disk test-case. The last frame corresponds to t = 10, at the end of the fifth disk
revolution.

considered as an additional quantity linked to the markers. In this way, the set of data passively advected by the oriented
particles completely define the local interface geometry and still remain independent of the evaluation of the function ¢
on the Eulerian mesh. For clarity, we recall Eq. (7), written in terms of components

Dn,-
D_t = Uj kI n; — U;1;
and determine the spatial derivative of this equation. The left-hand side reads
% = %_’_u% —ani’s+u.ani’s+u. n_%+u n;;
Dt|, |ot  Tox|, ot  Tox UV Dt

whereas the right-hand side becomes
U4 — WG] ¢ = Uy TG + U s + U T T+ WM — Wjgshy — WjiMs
Then, the evolution equation for Vn can be written in the following form

Dn,-‘s
Dt

The right-hand side of this equation exhibits, for each particle, the first and second spatial derivatives of the velocity
(which can be determined through the aforementioned data-fitting procedures when only a discrete u field is available),
the normal vector components (known from Eq. (7)) and the tensor components n;; whose time evolution we are looking
for. Then, starting from an initial value of such a second-order tensor Vn|,_, , Eq. (9) is integrated forward in time through
the usual Runge-Kutta solver and provides, at each step, the interface curvature corresponding to the particles by the
relation

= Uj ksTiM Ny + U 1N T + Uj TN 5T+ U TGN s — U sl — UM — UjsTij (9)

K = tr(Vn) = ny; (10)

In order to test the capability of Eq. (9) in determining the time history of the interface curvature, we still refer to the
vortex in a box test case and run the simulation up to t = 1.5 when the velocity field is inverted. Top Fig. 11 shows the three
configurations of I' at t = 0, 1.5 and 3 and the instantaneous position of four different particles whose time evolution has
been analysed.

As expected, the last interface configuration perfectly matches the starting one. Nevertheless, the most interesting result
is reported in the bottom figures showing the time histories of the curvatures x corresponding to the selected points and
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Fig. 11. Top figures show the interface configurations of the vortex at three subsequent time steps of an inverted motion (t;;, = 1.5 and four oriented
particles used for computations. At the bottom, the corresponding four time histories of the curvature x are reported.

determined by Eq. (9). Att = 0,k = 1/r (being r = 0.15) at all the oriented particles of the circular interface. During the sim-
ulation the curvature at points P; and Ps fluctuates rather close to the starting value, while at P, and P, a large gradient oc-
curs, since the corresponding particles move along the tail and the nose of the vortex where x attains the highest values.
Note the negative values of k at Ps;, a marker associated to an outward normal vector pointing towards the local center of
curvature (as in the configuration at t = 1.5 reported in the top-center figure). Furthermore, as expected, all the time histo-
ries for K show a perfect symmetry with respect to t = 1.5, the instant when the motion is inverted. For completeness, Table 1
provides the numerical values of the curvature at the aforementioned points, where it can be seen that the discrepancies
between the starting and final configurations (i.e. the numerical errors due to the integration procedure) are very limited.

There is another important quantity related to the particles that is convenient to compute during the time evolution of I".
Corresponding to each particle P, any tangent vector t to the interface is a function of both the space variables x and time t
and is defined as

[0).4
¢
where ¢ represents a curvilinear coordinate on I'. By fixing the particle P, the material time derivative of this quantity can be
written

] ot d /ox\ 0 (dx\ ou 12
dtl,, ~or—dar\oz) ~ae\dr) ~oe (12)

The gradient V:u appearing on the right-hand side can be expressed in terms of Cartesian components in the following form
ou_ow oy o
o0& n an o0& n an J

t=tx 1) = (11)

so that Eq. (12) (in terms of components) reads

Table 1
Curvature values at the four P; oriented particles highlighted in Fig. 11 for the inverted motion of the vortex in a box test-case.
Py P, Ps Py
t=0.0 0.666e+01 0.666e+01 0.666e+01 0.666e+01
t=15 0.221e+01 0.388e+03 —0.176e+01 0.121e+03

t=30 0.660e+01 0.667e+01 0.671e+01 0.671e+01
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oty Ju;
i E)_x, £ (13)
It's essential to note the link between the time derivative of the tangent vector t and the spatial term Vu, a quantity di-
rectly related to the rate-of-strain tensor. In other words, the evolution of t is related to the deformation of the velocity field
and, consequently, to the deformation of I during the time evolution. In order to demonstrate this last assertion, Eq. (13) has
been solved for the vortex in a box test case, by computing the vectors t on the starting circular interface and assigning to
their magnitude the unit value. For clarity, only 100 oriented particles have been used. The resulting configurations at t = 0,
1.5 and 3 are shown in Fig. 12, where the tangent vectors are reported. It is evident that |t| increases at points where the
curvature of I' decreases, according to the tendency of the particles to spread out. It will be shown, in the following sections,
how the behaviour of these vectors can be exploited to check the possible clustering or depletion of markers on the interface
and to change their spatial distribution during the numerical simulation.

6. Failure of the algorithm

At this stage the oriented particles represent a comprehensive set of data which enables to trace I' in a very fast and accu-
rate way. Through the evolution equations derived in the previous sections they provide, at each time step, the mutual loca-
tion of the subdomains, the local outward normal vector and curvature on I" and even the possible stretching suffered by the
interface during its motion. Unfortunately, there is an implicit weak-point in the sole use of Lagrangian markers: the spatial
distribution of the particles. If the markers must govern the interface tracking process, two obvious questions arise imme-
diately: how many particles do we have to use and where do we have to place them?

As a matter of fact, no condition assures that at each step the number and the position of markers adopted for the sim-
ulation are sufficient to provide a correct reconstruction of I' and, in our case, the right estimation of the function S(¢).
Fig. 13 shows two typical situations where the oriented particles can fail in tracking I" (here depicted by a solid, red line).
In the left figure, the interface is shown at two subsequent time steps (t and t + At) and at three contiguous cells of the com-
putational domain. At time ¢ the outlined procedure for the assignment of the S(¢) function at the cells vertices works cor-
rectly; on the contrary, at t + At the center cell Cis no longer recognized as an interface cell, since the velocity field causes all
the particles to go out from the cell itself. Although at this step the identification of S(¢) at the vertices of C vertices would be
still realizable through the particles in the neighbouring L and R cells, at subsequent steps (when none of these cells will
contain any marker) the sign of the Level-Set function will be not defined in the correct way. In fact, not all mesh nodes actu-
ally straddling the interface are recognized in the initialization of the Eikonal solver, and a local error will affect the evalu-
ation of the zero level of ¢. Note that the finer is the grid with respect to the marker distribution, the easier is the occurrence
of such void cells during the simulation. An even worse situation is depicted in the right Fig. 13 where again the very coarse
distribution of oriented particles causes an error in the estimation of S(¢): in fact, particle 2 would be identified as the clos-
est marker to the vertex i+ 1,j + 1 and a wrong sign for the Level-Set function at that node would follow, due to the normal
vector orientation at particle 2. In both cases, the errors arise from an unsuitable distribution of the markers, not sufficient to
represent the interface correctly.

It’s interesting to note that these errors initially give rise to the occurrence of some bubbles within the interface, because
the wrong identification of S(¢) at some computational nodes corresponds to an inversion of the two domains. These errors
could be identified and removed with some numerical device capable of analysing the surrounding distribution of the func-
tion, but it would soon become ineffective to manage the general case in three dimensions. In practice, a progressive scatter-
ing of the markers can cause the number of bubbles to grow very rapidly and the interface reconstruction process can easily
become unreliable.

To mend this problem, we could simply increase the starting number of particles in order to assure, in all cells and at each
time step, a sufficient concentration of markers. Obviously, such a solution can provide an impressive increase of the com-

R
e
A ey

L= 0.0 Lt=1.5 t=3.0

Fig. 12. The spatial distribution of the tangent vector to I', determined at three time steps on the vortex for 100 oriented particles. An increasing value for |t|
corresponds to a larger stretching of the interface.
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Fig. 13. Critical configurations where a coarse distribution of the oriented particles make them not able to identify the sign of the Level-Set function at the
vertices of a cell (left figure) or even provide a wrong evaluation of it (right figure).

puting cost and, while practicable in 2D simulations, it could be unbearable in 3D. A more reasonable approach could be the
coupling of the oriented particles to the usual transport equation for ¢. In this context, the Level-Set function should be up-
dated at each time step t according to the field ¢ determined by the Eikonal solver and used, at t + At, to assign the S(¢)
value at all cells not containing the particles. In this way, the solution of Eq. (1) helps the markers in the estimation of
S(¢) and makes the algorithm more robust. This approach can successfully deal with a pronounced rarefaction of the mark-
ers and possible interface configurations similar to that shown in the left Fig. 13, so that its use is highly recommended. Nev-
ertheless critical situations such as the one described in the right Fig. 13 still appear unsolved, since the oriented particles
dictate the (wrong) values at the vertices of the interface cells. In these cases, a suitable redistribution of the oriented par-
ticles seems to be the only way to deal with the problem.

In order to show a practical occurrence of the aforementioned numerical difficulties and to analyse their own effects on
the interface tracking process, let’s move our attention on a well-known 3D test case. Originally introduced in [37] and pre-
sented again in [30], the problem has been named the Enright test in [32] and consists of a sphere immersed in a velocity
field given by

ux,y,z) =+2 sinz(nx) sin(2my) sin(2nz)

v(x,y,2) = — sin®(27x) sin’(y) sin(27z) (14)

w(x,y,z) = — sin*(27x) sin(2my) sin’(nz)
the time modulation being t = 2. As in [30], we use a sphere with r = 0.15, centered at (0.35, 0.35, 0.35) in a cubic compu-
tational domain discretized by a 100> mesh. At starting time t, the components of the outward normal vector can be easily
determined at each point x = {x;} on the sphere through the relation

X — X¢
r

n; = (15)

where x¢ = {x{} and r = \/(x —x)? + (y — ¥°)* + (z — z5)” represent the sphere center and radius, respectively. In the exact
solution the sphere, given the flow reversal, recovers its initial shape. Apart for this, this is a severe test for any 3D interface
tracking algorithm, because I undergoes a notable deformation and stretching, to such an extend as to become locally a thin
sheet with a thickness comparable with the grid spatial resolution. The knowledge of n at the oriented particles on the
sphere enables the evaluation of two tangent vectors through the procedure suggested in [38]. Thus, t; is set to the vector
product between n and the vector with all zero components but a unit component equal to min(|n;|). For example, if
n, = min{|ny|, |n,|,|n;|} we have

t, :M: 0, T , Ty (16)
n x [1,0,0]] \/m \/m
The additional tangent vector t; is directly provided by
tb=nxt 17)
From Eq. (15), the curvature tensor Vn at t, in the Cartesian reference reads
i o ox—XC . i — XY (x; — x€
g_:to_x%_x,;xi%_%_w_%(%_nmﬂ (18)

d; being the Kronecker delta. The aforementioned quantities represent all the data requested to start the procedure and the
numerical results regarding the interface time evolution are summarized in the subsequent frames reported in Fig. 14.
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Fig. 14. The interface time evolution reconstructed by 125 x 10> oriented particles for the Enright 3D test on a Cartesian mesh 100°. Note in the last
frames the presence of the (red-circled) fictitious mass, which arises from a local wrong estimation of the S(¢) function. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

The pictures show an XZ-view of I' in order to enable a direct comparison with the analogous frames published in [30,32];
125 x 10° oriented particles were used for the simulation up to ¢ = 2, with the motion inversion occurring at t = 1. It can be
seen that the sphere is perfectly recomposed at the end of the simulation. Nevertheless, the last frames reveal the presence of
an additional, fictitious mass. This numerical error is due to a too coarse distribution of the oriented particles corresponding
to the thinning of the interface and a wrong estimation of S(¢) at some node in the Eulerian grid. Some more details of the
reconstructed surface I' can be appreciated in Fig. 15, where together with the usual XZ and XY views two additional view
points (X and A) have been reported. In particular, since the velocity field (14) rotates and stretches the sphere so as to align
it approximately to a diagonal plane with respect to the three-dimensional cubic mesh, some relevant details of the surface
are better appreciated (at t = 1) from these mutually perpendicular views, that together with the XY-view (center Fig. 15)
show the upper side of I' more clearly and reveal a remarkably rough central region. As already said, this roughness is
due to the inaccurate estimation of the Level-Set function at the nodes of cells containing the (locally very thin) interface.

In order to better understand the origin of the inaccuracies affecting the computation of the interface, top Fig. 16 shows
the X-view of the zero level of ¢ (on the left) and the corresponding distribution of the oriented particles (on the right).

In spite of the very fine particle distribution adopted (125 x 10%), the markers appear highly concentrated upon the two
curved, lower lobes of the interface and, at the same time, notably sparse upon the upper surface. Here, corresponding to the
particles, the zero level of ¢ exhibits a (correct) void representation and tends to disappear, since the thickness of the inter-
face is locally smaller than the mesh spatial resolution and the Eikonal solver is not able to identify any sign inversion of the
Level-Set function. On the contrary, a local lack of markers on the upper surface gives rise to the jagged outline depicted in
the right Fig. 16, since the procedure fails in recognizing the actual interface cells. In other words, the very irregular shape
occurring on the upper region of the zero level of ¢ is of pure numerical nature. The A-view reported in the bottom Fig. 16
highlights the reduced thickness of I" (on the left) and the rather unnatural protuberances occurring on the upper front (right
figure) caused by the incorrect estimation of the S(¢) function. Thus, contrary to the usual numerical diffusion caused by
finite difference approximation in standard Level-Set approaches, our Lagrangian-based reconstruction of the interface gives
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Fig. 15. The velocity field corresponding to the Enright test deforms the sphere into a stretched manifold which approximately alignes along a diagonal
plane X within the cubic 3D mesh.

rise to a sort of additional mass, depending on the local particles distribution and motion and the mesh spatial resolution.
This behaviour is clearly shown in Fig. 17, where three subsequent steps of the Enright test during the return run are de-
picted. The errors due to the wrong estimation of the function S(¢) persist up to the end of the simulation, since the particles
do not have any mechanism to remove these numerical inaccuracies on their own.

According to the above discussion concerning the possible failure of the procedure, part of the aforementioned errors can
be removed in a rather simple (and convenient) way by coupling the use of the markers to the solution of the transport equa-
tion for ¢.

Fig. 18 shows the particles and the corresponding ¢ zero level at the same time steps of Fig. 17, as computed by the aid of
Eq. (1). Att = 1.5 the wrong values of S(¢) occurring on the upper surface of I' give rise to a rather extended fictitious mass;
the numerical errors, however, are locally repaired by the estimation of S(¢) through the transport equation at cells not con-
taining the markers and the fictitious mass somehow disperses in the field. At the final step the error is reduced to some
scattered micro-bubbles. Before concluding the section and suggesting an algorithm to deal with the aforementioned prob-
lems, we note that the numerical solution of the evolution equations for n, t and Vn do not exhibit any particular problem
for a three-dimensional configuration. For example, Fig. 19 shows the markers distributions for the Enright test at nine con-
secutive time steps, where each particle color represents the corresponding mean curvature determined through Eq. (9). As
expected, the higher values of x always correspond to the curved boundaries of the manifold and the starting uniform dis-
tribution is perfectly recomputed at the end of the simulation.

7. The self-adaptive oriented particle Level-Set method

The numerical results reported in the previous section prove that the use of the oriented particles for tracking an evolving
interface requires some expedient to check the particles distribution on I' and guarantee, at each time step, the correct



S. lanniello, A. Di Mascio /Journal of Computational Physics 229 (2010) 1353-1380 1369

Fig. 16. The rough zero level of ¢ determined at t = 1 is due to the coarse distribution of markers occurring on the upper surface of I" (top figures). The A-
views reported in the bottom figures show the reduced interface thickness and the presence of some protuberances corresponding to the thinner front.

s : "
t=1.5 t=1.75

Fig. 17. The interface of the Enright test during the return run, determined through the only use of oriented particles, is affected by the persistent presence

of a fictitious mass.

t= 1.5 t=1.75 i 2

Fig. 18. The same interface configurations of Fig. 17 as determined through the aid of the transport equation for ¢. Here both the zero level of ¢ and the
oriented particles are depicted.

estimation of the function S(¢) at the nodes of the Eulerian mesh. A more sound way to deal with this problem is to make the
oriented particles the seeders of new markers and provide the algorithm with a self-adaptive mechanism, able to recognize
where the particles distribution has to be refined. This fundamental task should be achieved by maintaining the particles
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Fig. 19. Time evolution of the oriented particles used for the Enright test: the color at each marker is assigned according to the mean curvature determined
by the evolution equation for Vn.

unrelated and exploiting the local information provided by the unit (outward) normal vector, the tangent vectors and the
shape operator. In addition, the procedure should also be able to suitably de-seed the interface in the regions where a useless
gathering of markers occurs. In this way, at each time step the updated particles distribution can provide the most accurate
interface reconstruction through the least computational effort.

7.1. The seeding algorithm

For the time being, leave apart where to seed the interface and let us focus our attention on how to do it. From the knowl-
edge of the aforementioned quantities at point X, we need to locate a new oriented particle on I', by equipping it with the
appropriate values for n, t and Vn. This process (seeding) can be realized by expanding in Taylor series the function ¢ around
Xp up to the second-order terms

b =dp+ Vly, - (X—Xp) + % (X —Xp) V(V )y, (X — Xp) (19)

where (X — Xp) represents the vector position of X with respect to X and the spatial operator (at xp) V(V¢) in terms of com-
ponents reads
o; 0 b
b= le = o, (nilVol) = nij| V| + nquikj = 1|V |+ niftp (20)
At this stage, we fix a (unit) vector tp at Xp tangent to I and express X — Xp in the following form
X—Xp=ftp+onp (21)

The choice of t = t, uniquely identifies one plane o (among oo') which contains the unit normal vector np and a curve C
upon I, as clearly shown in the left Fig. 20. While g sets the distance between X and X, along the tangent direction t, (thus
establishing how far the new particle is from the seeder), the parameter o has to be determined in order to place the new
oriented particle upon the circle O osculating C at Xp. To this aim, Eq. (19) can be rewritten in terms of components, by
exploiting Egs. (2) and (21), in the following form

¢ = ¢p + M| Vo|(Bti + any) +% ¢ (Bt + om;) (Bt; + o) = oV | +% b (oczn,-nj + 2a.pn;t; + ﬁztitj) + O(Az) (22)

Both the particles at xp and at the new position x lie on I', so that ¢, = ¢ = 0. Moreover, from geometrical considerations we
have

=

ﬂZ

o ="5-+0(F) (23)
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Fig. 20. On the left, the choice of a (unit) vector t tangent to I" at X, identifies the plane « (containing t and n) and a curve C on the interface, characterized
by an osculating circle O at xp. The right figure shows the geometrical quantities used to evaluate the order of magnitude of the parameter o.

where K is the normal curvature, i.e. the curvature for the surface curve (C) whose tangent is t. Eq. (23) can be proved by
looking at the right Fig. 20, where a sketch of the circle O osculating C at Xp is reported. First of all, the arc length s is given

by
s =210 =20K"

whereas the chord from X, to X is

[ =2rsinf = 2r sin (i)

2r
Then
B =1cosf=2rsin (%) cos (%) =rsin (;) =s 7%;(253 +0(s*)

where, of course, the last equality arises from a series expansion of the sine function. Therefore, if we move along the curve of
a quantity s = O(A), then g = A + O(A%). Consequently,

_ _ SN _ S 3y _ 2k 3 _ @k 3

a_ﬁmw_ﬁmngg_ﬁm+oc)_s2+ou)_ﬁ2+ow)

Due to the evaluated order of magnitude of «, Eq. (22) can be rewritten up to second order in the form
1

mvm+§¢ﬁgﬁ+ow%:0 (24)
being # = O(A). From Eq. (20), we have

¢ jtit; = |V oInijtit;
so that (under the assumption [V¢| # 0)

L 3y _
oc+jn1Jt,t,ﬁ +0(p)=0 (25)

where o depends only on known quantities. It's worth noting that, except for the sign, the term n;;t;t; exactly corresponds to
the aforementioned normal curvature K of the circle osculating C at Xp. In fact, from the Frenet formulae

g—;‘m
ds
we have (being t-n = 0)
. dt dn
K:n~%:—t~5:—t~(Vn~t) (26)

Finally, the coordinates of the new oriented particle on I' are provided by Eq. (21) rewritten (in terms of components) in the
form

1 1.
X" =X+ pti — 5 Mealililti = Xi + pti + 5 K1 (27)
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Once the position of the new particle is computed, its normal vector can be assumed equal to
on;
new =y + 2 (x,“ew - x'?) (28)
J

while for the curvature tensor we simply put
Vn|ew & V0, (29)

As to the tangent unit vectors t to be used in the choice of the new particle, different strategies can be adopted. A good
choice could be the computation of the eigenvectors of the shape operator in order to define the local tangent directions cor-
responding to the principal curvatures of I" at Xp. Alternatively, we can initialize the tangent vectors by simply choosing two
orthogonal directions (for example, by Eqs. (16) and (17)) and setting their initial modulus to a suitable value (see next sec-
tion). This approach is very simple and has been adopted in the present implementation. Although we can locate any particle
by simply rotating a single tangent vector, in the application we have limited the seeding process to four new particles for
each seeder, by using the aforementioned tangent vectors t; and t, and the corresponding opposite ones (—t; and —t,).

The seeding procedure has been tested on a sphere, where the requested quantities have already been determined by
treating the Enright problem. Fig. 21 shows a starting distribution of 800 markers located on a sphere with r = 1 and two
different results achieved by the seeding algorithm, the first being obtained by setting the parameter p to 0.025 (center fig-
ure) and the second by setting it to 0.05 (right figure). As expected, a larger value for  scatters the new particles on a wider
region and yields a more uniform distribution of markers; this is exactly what we want, in order to avoid the occurrence of
interface regions affected by a dangerous lack of particles as much as possible. On the other hand, by moving far from xp, the
numerical approximations related to the seeding process increase so that a suitable compromise is required, according to
many other parameters (the spatial mesh resolution, the starting particles distribution, the time step, etc.).

7.2. The self-adaptive mechanism

At this stage, we can focus our attention on where to locate the new particles or, in other words, when to switch on the
seeding process. The insertion of additional oriented particles is related to the stretching of the interface that causes a local
depletion of markers. Intuitively, this stretching could be evaluated through the (maximum) distance between the markers,
but such an approach is not convenient and would require a significant increase of the computational effort. Actually, we
could limit the computation of this distance to each cell of the numerical domain or to a prescribed influence region around
each particle, but, in any case, this approach would introduce an undesired link among the markers. For this reason, it is pref-
erable to switch on the seeding process on the basis of a direct estimation of the local interface stretching. According to our
discussion on the meaning and the behaviour of the tangent vector t, at each point Xp this stretching can be estimated by

Op = |tp| (30)

When op exceeds a prescribed limit value o, the particle is recognized as a seeder and new particles around X, are added
upon I' through the relations derived in the previous section. Obviously, the limit value ¢,,, characterizes the procedure and
must be selected in a suitable way. Generally speaking, a small value can provide an excellent distribution of particles and a
very accurate reconstruction of I', but also a notable increase of both the CPU time and the arrays storage requirements. On
the other hand, a too large limit can make the seeding process ineffective. It’s worth noting that the unstructured nature of
the algorithm allows an easy handling of data, as the new quantities can be simply appended to the corresponding arrays, no
re-ordering being needed.

In order to better understand the activation of the seeding procedure, let us focus our attention on the numerical simu-
lation of an expanding sphere. To this aim, we account for a unit computational domain discretized by a 50° mesh and a
centered sphere of radius r = 0.1, where we placed 554 oriented particles (23 markers on each of 24 semi-meridians, plus
two markers on poles). Note that, at each point on the sphere, the starting (mean) curvature is equal to the sum of the two
principal curvatures, so that ko = 2/r = 20 at any Xp. The front moves normal to itself (u; = |u| n;, where we set [u| = 0.1) so
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Fig. 21. Particles distributions provided by the seeding algorithm on a unit sphere for two different values for f . Each particle produces four markers.
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that Egs. (15) and (18) provide the starting values for n and Vn, while the derivatives of the velocity to be used in Eqgs. (7)
and (9) are determined by

1
Ujx = |u {; (Jj — ”j”k)}

ns . n; ny ningn u
Ujgs = Ul [— 2 0 = ks =S Mg+ ’r—z”] =— ‘—r‘ [N} s + My s + MMy (31)

The prescribed expanding motion causes the radius of the spherical front to increase, but the rather coarse distribution of
particles used for the simulation soon becomes insufficient to determine the Level-Set function at the mesh nodes; thus, the
interface is not tracked in the correct way. Fig. 22 shows the zero level of the ¢ function and the corresponding location of the
oriented particles at t = 0 (on the left) and at the end of our simulation (t = 3). In particular, the center figure depicts the
interface determined by the only use of the oriented particles and highlights the inadequacy of the starting distribution
to follow the evolution of I'. On the contrary, the right picture shows the same result as determined by the aid of the trans-
port equation for ¢: the resulting interface is certainly improved, but significant errors still affect the numerical solution.

In order to simulate the expanding sphere correctly, it’s clear that we need to refine the markers distribution. To this aim,
we account for a system of curvilinear coordinates &, upon I'y and set the (four) tangent vectors at the oriented particle
xp(&,77) in the following form

t = Xerin — X1y t, = Xeni1 — Xep-1
2 ’ 2 ’
In this way, the module of the t vectors define the (averaged) distance of the particle from the neighbouring markers. Then,
we switch on the seeding algorithm, by setting the following seeding criterium

A
|t|max = Omax = 2 (33)

th=-t, t=-t (32)

where A is the spatial cell size in our (uniform) Cartesian mesh. In practice, this condition forces the distance between two
neighbouring particles to be less or equal to half a cell size: when the module of a t vector (evolving by Eq. (13)) exceeds this
value, the corresponding oriented particle becomes a seeder. For simplicity, the tangent vectors of each new marker X, are
computed through Eqgs. (16) and (17), while their module, as well as the value |t] of the seeder itself, are (re)set to the new
distance [X..w — Xp|. Moreover, the added particles are placed around each seeder by setting the value 8 of Eq. (27) equal to
A/3. This mechanism has been proved to be very effective to refine the markers distribution upon I

Left Fig. 23 shows an XZ-view of the starting interface Iy and three subsequent configurations (at t = 1, 2 and 3), rendered
by the zero level of the function ¢ and a suitable level of transparency so as to show the accuracy and correctness of the
spherical evolving front. Moreover, the figure highlights a generic particle of the starting distribution, whose curvature, com-
puted by Eq. (13), is reported in the right picture with the corresponding radius rp = 2/xp (scaled by a factor 10). As ex-
pected, the values of the increased radius matches the subsequent I' configurations perfectly. The table in Fig. 23 also
lists the overall number of markers used to determine the zero level of ¢, and it’s quite clear that the procedure guarantees
a very fine particles distribution on I" at each time step.

It is to be noted that the seeding is carried out by each marker in an independent way, so that an excessive concentration
of particles can easily occur. Even though this behaviour does not affect the accuracy of the tracked interface, it represents a
useless burden in terms of computational effort and should be somehow avoided. For this reason, the algorithm should also
be able to recognize a useless gathering of particles and suitably de-seed the interface. The most intuitive way to realize this
process consists of estimating the relative distance between any original particle and all the newly added markers, and re-
move these last ones when they are both too close and almost parallel, i.e.

Fig. 22. The expanding sphere at t = 0 modeled by 554 oriented particles, and at t = 3 as determined by the only use of the markers (center figure) and the
combined use of markers and the transport equation for ¢ (right figure).
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Fig. 23. The interface configurations of the expanding sphere at t = 0, 1, 2 and 3 as determined by the aid of the seeding procedure is reported on the left.
The right picture shows the time histories of the curvature xp and the corresponding radius of the evolving front for the generic oriented particle at xp.

|xp - xadd| < dmin

N, Nggg > Opin With oty = 0(1) (34)

If both these relations are satisfied, the added marker X,y does not provide any further information to trace the zero level
of ¢ compared to the particle xp and can be deleted. In other words, each original oriented particle also behaves as a potential
de-seeder so as to optimize, at each time step, the (local) marker distribution upon I'. Furthermore, this procedure preserves
the starting distribution of markers.

As for 0,4 in the seeding process, the parameters dp;; and o,;; make the de-seeding procedure more or less effective and
must be selected according to the available computational and storing resources. It's worth noting, from a computational
point of view, that the comparison between each starting particle with all the possible added ones can become very expen-
sive. Then, in order to reduce the requested CPU time, it is convenient to code the procedure in a cell-by-cell way and to
compare the quantities related to each xp with the only markers added in the same cell. To this aim, the conditions (34)
are implemented within the routine devoted to the evaluation of the Level-Set function, where a single loop on N, (the num-
ber of markers) is used to determine the minimum distance between the cell vertices and the oriented particles. There, it is
possible to identify the number of particles contained within each cell N;f’k and enforce the de-seeding criteria by a double
loop on the particles in each cell instead of the whole set, thus achieving a remarkable CPU saving.

Finally, left Fig. 24 shows the excellent simulation of the expanding sphere as computed by the self-adaptive particles
mechanism, including both the seeding and de-seeding procedure. Still, the g parameter in Eq. (27) is set to A/3, while

Fig. 24. On the left, the expanding motion is depicted by the computed interface at t = 0, 1, 2 and 3. The right figure reveals the actual particle distribution
at t = 3, as determined by the seeding—de-seeding process.
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Table 2

Number of oriented particles used by the self-adaptive algorithm to simulate the expanding sphere and corresponding CPU times.
Code/time 0s 05s Iss 15s 2s's 25s 3s CPU
Seed 554 2674 12,794 63,874 63,970 319,370 319,370 37.5m
Seed + de-seed 554 1992 6233 16,474 16,515 36,587 36,648 8.3m

the de-seeding criteria fix the dmi, and oy, values to A/6 and 20 degrees, respectively. According to the CFL condition, the
time step is set to 0.0025 and covers a time interval equal to 3 by 1200 steps. Compared to the aforementioned 319,370 par-
ticles on I' at t = 3, the last configuration of I' is traced by only 36,602 particles and is reported in the right Fig. 24. Table 2
summarizes the number of markers at different steps of the two simulations (with and without the de-seeding) and the
resulting CPU time on the PC equipped with the Xeon processor at 2.5 Ghz. As expected, the gain in the computational effort
is significant.

7 t=0,Np,=9704 J t=0.12,N, = 13380
v t=0.37.N, = 17526 ¢ t=062 N, = 32182

J

Fig. 25. Interface time evolution for the Enright test and the corresponding oriented particles distributions as determined by the self-adaptive procedure.
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Fig. 26. X- and A-views of the Enright interface at t = 1, as determined by the self-adaptive procedure. Note, on the left, how the added green markers
mainly arrange themselves upon the critical upper region of the interface. The resulting zero level of ¢ is reported on the right. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

7.3. The Enright test

Let’s come back to the Enright test to check the capability of our self-adaptive oriented particle Level-Set method in deal-
ing with a critical time evolution of I" and solve the numerical problems outlined in Section 6. To this aim, we still account for
the 100% Cartesian mesh and switch on the self-adaptive procedure used for the expanding sphere, by using the following
values

ﬁ = A/37 Omax = A7 dmin = A/57 Omin = 200

An initial distribution of only 9704 oriented particles is used (98 markers on 99 semi-meridians plus the two poles), so
that the seeding procedure starts very soon to fit the particle pattern on the stretched interface. Fig. 25 shows a three-dimen-
sional view of I" at subsequent time steps. The red markers represent the starting distribution, while the green ones corre-
spond to the particles added by the self-adaptive procedure; each frame points out the time and the overall number of
particles used to determine the zero level of the ¢ function. The seeding process seems to work very well and provides
an accurate reconstruction of the interface and a fine distribution of particles at each time step. It’s worth noting the last
frame, where the sphere is recomposed perfectly and a lot of added particles are still present; this result somehow proves
the coarseness of the starting distribution of particles and, consequently, the effectiveness of the algorithm to refine the mar-
ker pattern. The X~ and A-views of both the particles distribution and the zero level of ¢ at t = 1 are reported in Fig. 26. These
pictures should be compared with the analogous result in Fig. 16. As desired, the new markers mainly arrange themselves
along the upper surface of the interface, which suffers the most pronounced stretching and a notable depletion of particles.
No roughness appears in the central region of the manifold and the level of detail attained by the algorithm is very high, as
the interface exhibits an excellent symmetry and, above all, the expected void representation due to the aforementioned lim-
its of the spatial grid resolution.

It can be seen that any numerical problem related to the wrong estimation of the function S(¢) is removed, so that no
fictitious mass affect the tracked interface up to the end of the simulation. Note that such an excellent result is obtained
by less than half the number of oriented particles used for the simulation corresponding to Fig. 16, with a large saving of
CPU time. Finally, Fig. 27 shows the X-views of the interface for the Enright problem, here only traced by the zero level
of the function ¢.

8. Simulation of front merging by particles

At this stage, we come back to the problem summarized in Section 3, since we want to show that the occurrence of merg-
ing fronts can be modeled successfully by lagrangian particles placed on I', provided that their motion is assigned in the cor-
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Fig. 27. >-views of the interface configurations for the Enright test, determined by using our self-adaptive oriented particles Level-Set method (100*
uniform Cartesian mesh, starting distribution of 9704 markers, Gpa = A, f = A/3, dpin = A/5 and 0y, = 20°).

rect way. In fact, by a suitable modification of the de-seeding procedure the algorithm can achieve an effective estimation of
an entropy solution, where at any time instant the position of each point on the front can be related to the initial condition
uniquely. To this aim, we have to recognize the points on the interface exhibiting a merging behaviour (through the possible
intersections of their own trajectories) and simply remove the corresponding particles.

Let X% be the position at t" of the particle A. The trajectory described by A from "' to t" can be approximated by

Xa(My) = X3~ 1,4 —x37) with 0 <y < 1 (35)

and analogously for any other particle B

Xs(np) = X5 ' + (x5 — X5 ) with 0 <y <1 (36)
By removing the constraints on 77, and #; (thus accounting for —oco < 17, < +00 and —oo < 1 < +00), these two equations
describes two straight lines in R?, whose distance can be computed by minimizing the distance

d(Ma, M) = [X6(15) — Xa (M) (37)
with respect to 1, and 7. In the hypothesis that
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2= X Pl X [ X3 - (6 x5 )]T 40 (38)
(i.e. the two lines are not parallel) the general solution of this problem is
—(d"" - 5%y) (0%5)% + (A" - 5Xp) OXpp
’1A = >

n-1 2 n-1 N
Ny = (d . 5XB) ((SXA) Zf (d . 5)(/.\) 0Xap (39)

where

n—1 -1 -1
d" =x;"' —xj
SXa =Xi — X oxg = [Xi — x|
SXg =Xj—Xp 'y oxp = [Xj — X5 ']
oxap = (X3 —X31) - (X5 —X5')
If , and 5, (computed with the above formulas) are such that
0<n <1 and 0 < <1 (40)

the trajectories of the particles intersect (within O(A)). In this case, a single valued (entropy) solution can be obtained by
simply removing both markers A and B; consequently, conditions (40) can be adopted within our self-adaptive oriented par-
ticles approach as an additional de-seeding criteria to simulate front merging.

As discussed in Section 7, also the conditions (40) should be implemented in a cell-by-cell way to reduce the computa-
tional effort. Therefore, the intersections are determined by a double loop on the particles contained in each cell. In this case,
however, the intersections must be computed for all the particles in each cell and also for the particles that occupied the

N 7 . Z
E/ Y . : %_—— ¥
\ Y X

t=0 (N, =60000) t=1 (N, = 32856)

Z 1 Z

SN
C

t=2 (N, = 15000) t=3 (N, =4704)

Fig. 28. The shrinking cube modeled by the self-adaptive method and the front merging de-seeding criteria given by relations (40). Each frame points out
the (updated) number of particles determined by the de-seeding process and used to compute the zero level of ¢.
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Fig. 29. The left figure shows the (inner) cube I'y and the interface at t = 1,2, 3 corresponding to the so-called entropy solution. On the right, the oriented
particles are depicted with different colors: the red markers correspond to the starting distribution, whereas the cyan markers come from the seeding
procedure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

same cell at the previous time step, since the intersections could take place after the particles reached the cell of the Eulerian
mesh. Note that the procedure requires the displacement of a particle not to exceed the cell size; then, a typical CFL condition

Ax

ES max(u)) (41)

must be enforced for the time step. Fig. 28 shows the interfaces determined for the shrinking cube test through the front
merging de-seeding criteria. Of course, no particular constraint is considered here on the velocity field and each side of
the cubic front simply moves normal to itself.

In the frames corresponding to t = 0 and t = 3 the (updated) particles distributions are superimposed to the zero level of
¢: due to the de-seeding process, the simulation starts with 6 x 10* oriented particles and ends with only 4704 markers,
still uniformly located on each side of the cube. As desired, no front distortion at corners or vertices appear and the shrinking
motion is simulated perfectly. An entropy solution can be also determined for the expanding cube in a very simple way. In
fact, the edges and vertices of the starting front can be modeled by a suitable patch of an elongated cylinder and a sphere,
respectively, with a very small radius, in order to smooth the discontinuities affecting I'y. In these regions Eq. (18) is used to
set the starting value of the shape operator (on the cube edges one component of n must be set to zero), while the corre-
sponding derivatives of the velocity components can be still determined by Eq. (31) used for the (very similar) test of the
expanding sphere. The initial distribution of particles on I'y need not to be very fine, because the seeding procedure adds
markers along the expanding front during the evolution.

The left Fig. 29 shows I'; and the interfaces computed at three subsequent steps t = 1, 2 and 3. Still, the cube is centered
in the unit computational domain (with L, = 0.2), the grid is 100%, ju| = 0.1 and the radius of the smoothing patches is set to
L/25. As expected, the cube edges expands to a rounded shape whose radius grows in time. The right Fig. 33 highlights the
oriented particles on I' at the end of the simulation (t = 3), when the starting markers patterns (5376 particles) has been
replaced by an overall distribution of 47,835 particles. These results demonstrate that the oriented particles can be success-
fully used to model any complex time evolution of the interface, even exhibiting a front merging characteristics.

9. Conclusions

A new method for tracking interfaces, based on a coupled use of the Level-Set ¢ function and massless particles, has been
proposed. The high potentiality of a Lagrangian description provided by the markers is fully exploited, by linking the parti-
cles to the fundamental geometrical and topological properties of the interface, as the local normal vector and the corre-
sponding shape operator. The particles enable a step-by-step evaluation of the Level-Set function by a direct solution of
the Eikonal equation and to track the interface (as usual) through the ¢ zero level; in this way, no transport equation for
¢ needs to be solved and any diffusion problem related to the calculation of the spatial derivatives of ¢ and the re-initial-
ization process is removed. The particles distribution at each step is modified, according to the deformations undergone
by I" during the motion, through an effective self-adaptive mechanism. Each marker behaves both as a seeder, able to enrich
the pattern locally when the interface exhibits a notable stretching, and a de-seeder, in presence of an excessive (and useless)
concentration of markers. Thus, a high accuracy to the interface reconstruction process can be achieved in a limited CPU
time. The method has been successfully tested on different and standard problems, both in 2D and 3D, and will be soon in-
serted in a Navier-Stokes solver for complex hydrodynamic simulations.
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